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Chapter 4 
Cache Memory 
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Memory Hierarchy 
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The Essentials of Computer Organization and Architecture 4th 



Memory Design 

 Goal 

1. Provide for large-capacity memory in computer 
systems because the capability is needed 

a. The capacity is needed 

b. The cost per bit is low 

2. Use lower-capacity memories 

a. Short access times are needed for better performance 

3. Decrease the frequency of access to slower memory 
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Locality of Reference 

 During program execution, memory and data 
references tend to cluster due to the fact that 
programs contain 

a. functions 

b. loops 

 Locality of reference allows the designer to take 
advantage of small high speed memory 
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What is Memory? 

 Before getting into more specifics of cache 
design, we need to get a feel for what cache 
memory is. 

 Main memory is made up of dynamic RAM 
(DRAM) 

 Cache memory is made up of static RAM (SRAM) 
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SRAM vs DRAM 

 SRAM 

1. requires no refresh 

2. has a shorter cycle time (time between the start of one mem 
access to the time when the next access can start) than DRAM 

3. relatively insensitive to disturbances such as electrical noise 

 DRAM 

1. requires refresh every 10-100 ms 

2. sensitive to disturbances 

Note: Main memory is DRAM, On-chip cache is SRAM, Off-chip 
cache depends 
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SRAM 

 SRAM is made from flip-flop logic-gate technology 

 S-R flip-flop (or S-R latch) 
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Characteristic Table 

Current Inputs Current State Next State 

SR Qn Qn+1 

00 0 0 

00 1 1 

01 0 0 

01 1 0 

10 0 1 

10 1 1 

11 0 undefined 

11 1 undefined 



Cache Memory 

 The goal of cache memory is to yield a memory 
speed of the fastest memories available while at 
the same time providing a much larger memory 
at the cheapest possible price. 
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Cache/Memory Structure 
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Cache/Memory Structure 

 Things to note: 

1. A main memory has 2𝑛 addressable memory locations 

2. Each word has a unique 𝑛 − 𝑏𝑖𝑡 address 

3. A block of 𝐾 − 𝑤𝑜𝑟𝑑𝑠 is mapped to a line in the cache 

4. The number of words in a cache line is called the line 
size 
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Questions 

Q1: How many blocks of information exist in main 
memory? 

  

Q2: What is the line size in the above picture? 

  

Q3: If M is the number of main memory blocks and 
C is the number of cache lines, would you say that 
C is a little smaller than M or a lot smaller than M? 
Why? 
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Cache Read 

 RA is read address 
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Cache Organization 
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Elements of Cache Design 
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Cache Sizes 
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Cache Mapping Functions 

 Direct Mapping - simplest of the cache mapping 
schemes 

𝑖 = 𝑗 𝑚𝑜𝑑𝑢𝑙𝑜 𝑚 𝑤ℎ𝑒𝑟𝑒 
𝑖 = 𝑐𝑎𝑐ℎ𝑒 𝑙𝑖𝑛𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 
𝑗 = 𝑚𝑎𝑖𝑛 𝑚𝑒𝑚𝑜𝑟𝑦 𝑏𝑙𝑜𝑐𝑘 𝑛𝑢𝑚𝑏𝑒𝑟 
𝑚 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑖𝑛𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑎𝑐ℎ𝑒 
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Direct Mapping 
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Direct Mapping 
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Direct Mapping 

 To summarize: 
 Address Length is (s + w) bits 

 
 Number of addressable units is 2s+w bytes 

 
 Block size = line size = 2w bytes 

 
 Number of blocks in main memory is  = 2s 

 
 Number of cache lines is 2r 

 
 Tag size is (s-r) bits 
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